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High-cost signals + 
High cost of fabrication + 

High cost of errors → 

Quality



Formatting references takes 
effort and signals education High-cost signals + 

High cost of fabrication + 
High cost of errors → 

Quality



Making up plausible paper 
titles is probably harder than 
searching Google Scholar

High-cost signals + 
High cost of fabrication + 

High cost of errors → 

Quality



Fabricating paper titles is 
academic misconduct

High-cost signals + 
High cost of fabrication + 

High cost of errors → 

Quality



Lower-cost  signals + 
Minimal fabrication effort + 

No perceived  cost of errors +
Superhuman capacity  ?→? 

Quality



Recent iffy citations!

Fabricated papers…the PDFs were weirder…

That time adding more data led to deleting random data points…

I fall for it every time!



Right now, AI is …

powerful,

becoming  better and better,

…and yet still unpredictable
and not completely understood.



Assumptions of this talk

1 You are using LLMs but not making or researching them directly.

2 You are curious about what to do at this moment in 2026 and not 
longer -term trajectories or existential risks.
(You should think about these. We all should be thinking about them. 
Just not for the next hour or so.)



Enter test -driven development (TDD).



1) Write tests.

2) Write code that 
passes tests.3) Refactor code.

1 Starting question: “How will I know if this works?”

2 Skill development: Requires learning and practice

3 Broad applicability: Humans make errors too!



1) Write tests.

2) Write code that 
passes tests.3) Refactor code.

As AI becomes more powerful, mastery of primary skills (e.g., 

coding) will become less central.

Key Skill #1: Understanding and communicating quality

Key Skill #2: Finding ways to complement its strengths



Test -driven development

LLMs as statistical 
models
How can we leverage statistical 
properties of LLMs to improve 
performance?

LLMs as finnicky 
technology
What have we learned from 
trial and error?

Building expertise in large language models 
(LLMs)

How will we know if we have high -
quality results?

Applying LLMs in research

• Methodological knowledge
• Domain knowledge
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GPTs solve the text completion problem.



Generative

Produces new content

Generative pre -trained 
transformers (GPTs)



Generative

Semi -supervised learning: 
First trained on a large corpus of 
text (e.g., the Internet) 

Fine - tuning:
Supervised and/or reinforcement 
learning
Human approval

Generative pre -trained 
transformers (GPTs)

Pre-trained

hallucinations

confidence



Generative
Specific neural network 
architecture 
(“attention mechanism”)

Generative pre -trained 
transformers (GPTs)

Pre-trained Transformers



Every week, the little girl gives treats to a furry, friendly, 

______෡Yi

Probability distribution
little  30%
big   30%
pet   20%
baby    10%
cuddly     9%
feral      1%

෡Yi = 𝑝𝑒𝑡

Every week, the little girl gives treats to a furry, friendly, 

pet ______෡Yi

𝑿𝒊

Probability distribution
dog   40%
cat   30%
hampster  20%
squirrel  10%

෡Yi = 𝑐𝑎𝑡

autoregressive

context window

tokens (“sub-words”)
“helpful assistant”

𝑿𝒊



Why has our experience with 
LLMs improved since 2022?

1 Bigger models:  more parameters and more training data

2 Longer context: process more input, produce more output

4 Better supporting architecture: e.g., document processing, 
response formatting

3 Adding intermediate output: step -by-step for harder problems

Understand the bottlenecks
Plan for future models
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My Favorite Things

Have a low threshold for experimenting, and 
a low threshold for throwing things out!

1 An extra “pair of eyes" 2 Free prototyping/remixing



My Favorite Things

Cleaning up papers

Refine.inkCatching typos!
(Go chunk -by-chunk)

Refining text



My Favorite Things

Easing the long slog

Reformatting for a journal
(Track changes!)

Draft response letter

Drafting reconfigurations…
(Tweets, summaries, podcasts)



My Favorite Things

Coding

Code review
*Claude Code/Codex*

**Docker + GitHub**
Less easy territoryHelp tailor/automate 

other tasks + add UIs



My Favorite Things

Miscellaneous

Language speaking practicePuzzles/Learning new things
Active, scaffolded practice

Let’s talk more about things like this!



But…

1 Many of these are not things I really need to do... 
Pay attention to your actual bottlenecks.

2 The cost of checking output can be very high if your system is not 
well -designed.
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How many clinical drug trials 
enroll pregnant participants?

Bilinski and Emanuel, American Journal of Obstetrics and Gynecology , 2025



ClinicalTrials.gov

Comprehensive database of 
clinical drug trials

• No field related to pregnant 
inclusion

• Pregnant inclusion may be 
discerned from 
• Title
• Summary
• Combined 

inclusion/exclusion criteria

• Fields are unstructured text



ClinicalTrials.gov

• Title:  “Medication Treatment for Opioid Use Disorder in Expectant Mothers: Conceptual 
Model Assessments Sub -study (MOMs-CMA)” (NCT03911466)

• Combined Inclusion/Exclusion Criteria: (NCT01635621)



How to do this? 

Manual labeling – 
There were about 60,000.

1

2

3

Standard text mining – 
Using R to pick out keywords and phrases. But this proved 
really tricky, given the unstructured text (25% error rate). 

GPTs - 
Using OpenAI’s GPT -4o model API to classify 
pregnant inclusion. 



Implementation

You can’t use 

chat interfaces 

for this purpose.

You’ll get bad code or 
have to go 1 -by-1.

We used the 

OpenAI API.

Step -by-Step Instructions

bit.ly /GPT_as_RA

Sample Code in Python and R

bit.ly /OpenAI_API_sample_code

We experimented with locally -run 

open -weight models (Llama).

Step -by-step instructions 

and sample code are available,

but performance was much worse.



How will we ensure high -quality results?

Apply benchmarks from standard prediction models

Input data
(60,000 trials)

Training data
(n = 947)

Test data
(n = 300)

human- labeled

human- labeled

Fit models to optimize performance 
on training data, classifying trials: 
included, excluded, unspecified

Report performance 
on new test data



How will we ensure high -quality results?

Apply benchmarks from standard prediction models

Input data
(60,000 trials)

Training data
(n = 947)

Test data
(n = 300)

1 Accuracy
% correct

2 Class -wise predictive value (precision)
P(true value = X | label = X)

stratified by class 

upsampled  “Included”



How will we ensure high -quality results?

Apply benchmarks from standard prediction models

Input data
(60,000 trials)

Training data
(n = 947)

Test data
(n = 300)

3 Understand common errors

4 Flag uncertainties for review



Prompt Engineering

We asked GPT -4o to explain itself in two ways: 

Variable (iii)  gives the reason  for the classification. 

Variable (iv) gives a quote  from the text it 

analyzed to support the decision.

Original:



Prompt Engineering

Judgement call:

Hallucination:



Prompt Engineering

Updated:



Prompt Engineering

Updated:

Examples of ways pregnant inclusion might be specified



Prompt Engineering

Updated:

Emphasizing instructions on unspecified cases



Training

1 Quantify performance.

2

3 Update prompt as needed.

Run code on full training set.

Categorize errors.

First pass:

• 52 disagreements (5%)

• 22 GPT -4o errors (2%)

• 10 errors (45%): U → E

Second pass:

• 12 GPT-4o errors (1%)

  



Testing

In our out-of-sample test set, we had:

• 98.2% accuracy 
• 98.5% “included” predictive value (PV)
• 98% “excluded” PV 
• 99% “unspecified” PV



Systematic errors

How do we make sense of that Unspecified → Excluded error?

Usually, in the training data, pregnant people are  excluded from clinical trials. 
It takes more intensive prompting to overcome this bias.

Another approach we employed was an actor -critic model (chaining agents), 
making a second API call that checked output of the first:



Systematic errors

How do we make sense of that Unspecified → Excluded error?

Usually, in the training data, pregnant people are  excluded from clinical trials. 
It takes more intensive prompting to overcome this bias.

Another approach we employed was an actor -critic model (chaining agents), 
making a second API call that checked output of the first:

Original:

Critic:

Reduced training errors by 50%!



Systematic errors

Separately, we gave GPT -4o a simple prompt, ran it on a training set, and asked it 
to update the prompt based on a sample of errors, categorized by a second agent.

Added toy 
examples

Reiterated at the 
end of the 
prompt



Calibration

How can we flag uncertainties for review?

If you ask GPT -4o how sure it is, it will almost certainly be very 
confident (due to human approval training). 

NCT06059326: Pharmacodynamics of HSK7653 in Type 2 Diabetes Mellitus Patients To evaluate the safety, tolerability and pharma cokinetic (PK)/pharmacodynamic (PD) characteristics of HSK7653 tablets in 
Type 2 Diabetes Mellitus Patients. All 18 Years 75 Years Inclusion Criteria:~Age ‚â•18 and Age ‚â§70 years~T2DM patients,~Control  the blood glucose level only with diet and exercise in last 3 months;~BMI 
‚â•19 and BMI ‚â§ 35 kg/m2 (Body Mass Index)~HbA1c ‚â•7.0% and HbA1c <10.0%~FPG <13.9 mmol/ L~Exclusion  Criteria:~Non -type 2 diabetes mellitus: Type 1 diabetes mellitus, gestational diabetes 

history;~History of acute complications of diabetes (diabetic ketoacidosis, diabetic hyperglycemia hyperosmolar syndrome or l act ic acidosis);~History of chronic complications of severe diabetes (retinal 
proliferative disease, severe diabetic neuropathy or intermittent claudication confirmed by fundus examination during screeni ng) ;~Patients who used systemic glucocorticoids within 3 months prior to 
screening had severe infections or major surgeries and transplants within 3 months;~Three or more episodes of hypoglycemia oc curred in the six months prior to screening;~History of hyperthyroidism within 6 
months before screening;~Severe cardiovascular disease. ;~Medical conditions that may significantly affect drug absorption, d istribution, metabolism, and excretion within 2 weeks prior to screening;~Liver 
function tests abnormal;~Moderate or severe renal impairment;~Medical history or clinical evidence of pancreatic injury or pa ncreatitis, or abnormalities in lipase and amylase judged by investigators to be 
clinically significant;~Patients with a history of hypertension who regularly take antihypertensive therapy for over 4 weeks still have poor control, SBP > 160 mmHg and (or) DBP > 100 mmHg;~Patients with 
uncontrolled hyperlipidemia. type 2 diabetes mellitus



Calibration

How can we flag uncertainties for review?

If you ask GPT -4o how sure it is, it will almost certainly be very 
confident (due to human approval training). 

NCT06059326: Pharmacodynamics of HSK7653 in Type 2 Diabetes Mellitus Patients To evaluate the safety, tolerability and pharma cokinetic (PK)/pharmacodynamic (PD) characteristics of HSK7653 
tablets in Type 2 Diabetes Mellitus Patients. All 18 Years 75 Years Inclusion Criteria:~Age ‚â•18 and Age ‚â§70 years~T2DM patients,~Control  the blood glucose level only with diet and exercise in 
last 3 months;~BMI ‚â•19 and BMI ‚â§ 35 kg/m2 (Body Mass Index)~HbA1c ‚â•7.0% and HbA1c <10.0%~FPG <13.9 mmol/ L~Exclusion  Criteria:~Non -type 2 diabetes mellitus: Type 1 diabetes 

mellitus, gestational diabetes history ;~History of acute complications of diabetes (diabetic ketoacidosis, diabetic hyperglycemia hyperosmolar syndrome 

or lactic acidosis);~History of chronic complications of severe diabetes (retinal proliferative disease, severe diabetic neur opa thy or intermittent claudication confirmed by fundus examination 
during screening);~Patients who used systemic glucocorticoids within 3 months prior to screening had severe infections or maj or surgeries and transplants within 3 months;~Three or more episodes 
of hypoglycemia occurred in the six months prior to screening;~History of hyperthyroidism within 6 months before screening;~S evere cardiovascular disease. ;~Medical conditions that may 
significantly affect drug absorption, distribution, metabolism, and excretion within 2 weeks prior to screening;~Liver functi on tests abnormal;~Moderate or severe renal impairment;~Medical 
history or clinical evidence of pancreatic injury or pancreatitis, or abnormalities in lipase and amylase judged by investiga tors to be clinically significant;~Patients with a history of hypertension 
who regularly take antihypertensive therapy for over 4 weeks still have poor control, SBP > 160 mmHg and (or) DBP > 100 mmHg; ~Pa tients with uncontrolled hyperlipidemia. type 2 diabetes mellitus



Calibration

But what’s under the hood?

Analogy: asking about their blood pressure vs. measuring it

Recall the model draws tokens from a conditional probability 
distribution: p(X t = xt | Xt-1,..., X 0).

Excluded   40%

Uncertain   30%

Included   20%

Excluded   99%

Uncertain      1%

Included     0%

vs



Calibration

Reviewing the lowest 7% of predicted class 
probabilities could catch 50% of all errors. 

Expected calibration error (ECE)  
 
 = σ𝑚

𝐵𝑚

𝑛
 |𝑎𝑐𝑐 𝐵𝑚 − 𝑐𝑜𝑛𝑓 𝐵𝑚 | 

 = 0.01

→post-estimation refinement 
    (random forest)



Takeaways

We can extend quality assurance protocols to LLMs. 1

2

3

LLMs are currently well -suited to repetitive tasks. 

Although LLMs systematically make errors that humans would be unlikely to 
make, token probability -based review processes and actor -critic 
approaches can help address these.
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(How) can GPTs code simulation models?

A project both bolstered and upended by GPTs moving at warp speed



GPTs are good at writing code.

CEO of Anthropic (March 2025) -- 

1 Code is structured output. 2 Often errors are easy to identify.

Incorrect code may not run.

Code may be straightforward to check 

(e.g., edit colors in this plot).



Where are we now?

Map 
 
 
 
 

WaymoGPS  
 
 
 
 

Driver Assistance  
   
 

Very good at simple code

Can be challenging with more complex code/less comfortable users

Production vs. research/statistics



We want to leverage AI for complex coding projects, but…

how do we find and fix incorrect code?

Specifically, code that runs, but is incorrect.

In a non -obvious way.



Testing

This is the domain of testing, most commonly unit testing .

Define tasks that each function (or set of functions) 
should complete.

1

2

3

Design tests to ensure that you receive expected 
outputs given inputs.

Run tests over different set of inputs.

…ostensibly.



Testing

Simple case: Square roots



Testing

Actual case: Complex simulation models

I’m writing a simulation model because I don’t know expected outputs for a set of inputs.

I’m stringing together a lot of functions that may behave oddly even if unit tests pass.



Testing

We proposed functional testing extends traditional unit testing.

→ sufficient set of tests

Collate input parameters.
Table 1 + structural parameters

1

2

3

Define and track intermediate outputs.
Add intermediate outputs for each input sufficient to reverse 
engineer expected behavior, as downstream as possible.

Run and report test results over different input combinations 



Testing

Agent -based school respiratory disease transmission model

Attack rate
• Track all contacts for each 

infectious individual.
• Track secondary infections.
• Divide.

List tests in plain language.

Advantage: Conceptually 
challenging, but easy to code.



Test-driven development with GPTs

Define tests Define prompt
Run tests & provide 

feedback

Input parameters and 
structural parameters

Map parameters to 
intermediate outputs

Model description Provide prompt

Provide test code or 
standards Run output through tests

Provide test results, and 
request updates



Test-driven development with GPTs

Define tests Define prompt

Input parameters and 
structural parameters

Map parameters to 
intermediate outputs

Provide prompt

Run output through tests

Provide test results, and 
request updates

Model description

Provide test code or 
standards

Run tests & provide 

feedback



TDD in Action

Take 1:

Take 2:

Take 3:

Take 4:



TDD in Action
Take 5:



Longer prompts performed better.

Model description in addition to tests

Provide extensive description at start, rather than chunking (context window)

Important idiosyncrasies

OpenAI performance currently s ensitive to time of day

Hard to infer progress from specific errors or pattern of errors (feels “memoryless”)

Notes and caveats

GPT -o3: “It’s easier to just code it.”



What has happened since?

1 Chat GPT 5.2

Conducted 20 experiments in “Temporary Chat”

~25% ran without error the first time

~50% could pass with iteration

~25% we struggled to prompt into passing

~3 seconds -1 minute per 1000 runs



Take 1:

What has happened since?

2 Claude Code ( This is exactly what agentic systems are designed for! )

Take 2:

Take 3:



What has happened since?

Take 4:

Take 5:

All within one workflow Sped up the code from 1 st pass (8.5 —1s/100 runs)

Added new tests



Did pre -written tests add value?

We tried the plain -text prompt in a new instance without the test code.

The Affirming: The model generated without test code wouldn’t have passed all 
tests…and it was pretty hard to track down errors without looking at our tests. Tests help!

The Humbling: In the process, we found our original model had 2 errors: one our fault 
(ambiguous prompt) and one an (odd) judgement call.

Partial potential solution: Ask Claude code to describe model from code.



Hepatitis C Markov model

Other test cases

1 Excel model

Facilitated translation process
GPT -4o could interpret formulas

2 Similar performance in both models



Takeaways

Test -driven development can support rapid development of high fidelity, 

complex code.

1

2 Testing may be a useful focus for computer/code education (e.g., 

visualizations).

3 GPTs can also support test development…but we think this is key place to have a 

well -trained human in the loop – for typos and thinkos .
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The code never bothered me anyway?
In some ways, this progress is 

incredibly heartening.

Coding is not my comparative advantage.

I have so many more questions than I do time!



Big questions on the horizon

How will we manage a new typology of potential errors?1

2 What is a paper in a new equilibrium?

What is authorship? Peer review? Reproducibility?

3 Where will humans add most value?



Where to invest

Novel data streams1

2 Relationships for policy translation

1

Managing AIHuman work

What to ask

2 How to right -size tasks 

3 How to verify performance



Conclusions



1) Write tests.

2) Use AI.3) Refactor.

My hope: We plan now for answering the question,

as individuals and systems ,

 “How do we know this works as intended?”

1 AI is powerful tool in research today.

AI is going to become more powerful.2



Questions?
alyssa_bilinski@brown.edu ?

ambilinski@bsky.social



This presentation template is free for everyone to use thanks to the following:

for the presentation template

for the photos

Credits

Pexels, Pixabay
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